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MATRICES

Synopsis

1.

10.

11.

12.

A matrix is an arrangement of real or complex nurabeto rows and

columns so that all the rows (columns) contain Egoaof elements.

If a matrix consists of ‘m’ rows and ‘n’ columnden it is said to be of

order mxn.
A matrix of order rx n is said to be a square matrix of order n.
A matrix (g)m«n is said to be a null matrix if; & O for all i.and j.

Two matrices of the same order are said to be afulak corresponding

elements in the matrices are all equal.

A matrix (g)nn Is a diagonal matrix ifje= O for all i# j.

A matrix (g)nn is a scalarmatrix if;z0 for all i # j and §=k (constant) for
=]

A matrix (g)nn IS Said to be a unit matrix of order n, denoted jaf g;=1,

when i=j andjg= 0 when ¥ |

S ol _H 0 07|
EX: |2—L0 1J, |3—|0 1 0|
0 0 1]

If A= (aij)mxns B= (bj)mxns then A+ B = (@+ bj)mxn

Matrix addition is commutative and associative

If A= (aij)mxn, B= (bj)nxp, then AB :(;aikbkij

mxp

Matrix multiplication is not commutative but assatore
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If A is a matrix of order mx n, then A, = 1,A = A(Al = 1A= A)
IfAB=CA=I,thenB=C

If A = (8)mxn then A = (8)nxm

(KA)" =KAT, A+B) = AT+ BT, (AB)" =B".A"

A(B +C)=AB+AC, (A+B)C=AC +BC

1) A square matrix is said to be “non-singular” if et O

I1) A square matrix is said to be “singular” if det”0=

If AB = 0, where A and B are non-zero square masichen both A and B

are singular.

A minor of any element in a square matrix is deteamt of the matrix

obtained by omitting the row and column-in whick #lement is present.
In (&)wn the cofactor of gis (-1§* % (minor of g).
In a square matrix, the sum of the products of dlements of any row

(column) and the corresponding cofactors is equéhé determinant of the

matrix.

In a square matrix, the sum of the products of dlements of any row
(column) and the corresponding cofactors of anyemotlow (column) is

always zero.
If A is any square matrix, then A adjA = adjA. AdetA. |

If A is any square matrix and there exists a marsuch that AB = BA = |,
then B is called the inverse of A and denoted By A

AAT=AA =

If A is non-singular, then A= sj—zi (or) adjA = |AJA!
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b d -b
28. IfA= (a j then Al = #( j
c d

ad—bc\-c a

29. (A1) 7"=A,(AB)"'=BLA", (A) =(AT)"; (ABC...) " =.....C'BA.

Theorem: Matrix multiplication is associative. i.e. if clummability is assured for
the matrices A, B and C, then (AB)C = A(BC).

Sol. Proof:

Let A =(a; )nxnB= (04 hnp:C= (Gy Ixq

AB =(dik)mxp1Where q( =i @ p
=

p
(AB)C = (f;)mxq» Where § =" d ¢
k=1

p
BC = (g hnq- Where g=>" R ¢
k=1

A(BC) = (hil )qu ) Where m = z Flli Jg
IS

=i :i[i 3 qk] ;

k=1 1

:jgaij(im ‘le:éﬁ h=ih

k=1

(AB)C = A(BC)
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Theorem: Matrix multiplication is distributive over matrixaddition i.e. if
conformability is assured for the matrices A, B &)dhen

) AB+C)=AB+AC
ii) (B + C) A=BA + CA
Sol. Proof:
Let A = (3)mxn B = (B)nxp C = (Go)nxp

B +C = (dy Jxp» Whered,, = by + g,

A(B +C) = (Xik)mxp1 where X = i @' 9
=

n
AB :(fik) mxp? where fik = Z q] 9<

I

AC = (gik )mxp! where g( = Z 9’ Jp

=

AB +AC = (Y i) mxp» Where Y = i + g
Xi =2 8 G =23-( + £ )
j=1 =
=2+ g =t =w
=1 i
OA(B+C)=AB+AC

Similarly we can prove that

(B + C) = BA + CA.
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Theorem: If A is any matrix, then (" = A,
Sol. LetA=(@mxn

AT =(@] ). Where § = a
(AT = (@] )y » Where = @
=4 =3

OANHT =A

Theorem: If A and B are two matrices o same type, thert@)' = A"+ B'.

Pr oof:
Let A :(aij )mxn ,B= (Qj )ﬂxn

A+B:(cij)mxn,whereqj: a+ iP
(A+B)T :(C'ji)nxm!dji :(}j

AT =(@j Jm . Where'g =" a

BT = (1] )Joxm» Where, B = R

AT+BT =(d;)yxms Where g = 4+ p
Ci=G=q+h=p+p=d
O(A+B) =AT +BT
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Theorem: If A and B are two matrices for which conformatyifor multiplication
is assured, then (ABE B'A.

Sol. Proof: Let A =(a; ). B= (0 b

AB = (Cy Jmep- Where . = a
=1

(AB)T =(C;<i)pxm1Where Qi =k
AT =(@] ). Where § = a
BT = (bjy )pxn Where Iy = h

BT mT :(dki)pxm1 Where CtLi =i l;}J ﬁl

=L

Cki = G :leajlﬂ :_le b
1= 1=

O(AB)" =B'AT

Theorem: If A and B are two_invertible matrices of sam@dythen AB is also
invertible and (AB)' = BA™.

Sol. Proof: A is invertible matrix=> A exists and AAl = AA = I.

B is an‘invertible matrix> B~ exists and
BB'=B'B=|I

Now (AB)(BA™) =ABB HA?
=AIAT =AA 1=

(B*A™)(AB) =B"{A"A)B [0 AB is invertible and
=B™iB=B"B =|

O(AB)YB A =(B~A7) =(B"A J(AB) =1

(AB)'=BA 1,
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Theorem: If A is an invertible matrix then Ais also invertible and (A" = (A™)".
Sol. Proof: A is invertible matrix> A exists and AA' = A A = |

(AA—].)T :(A_%) T = T

= AHTAT=ATA "=l

=By def. (A") 1= (A™T

Theorem: If A is a non-singular matrix then A is invertdohndA™ :%.
€

aa b ¢
Sol. Proof: LetA=|a, b, c,| beanon-singular matrix.
a3 by G
[J det Az 0.
Al A2 A3
AdjA =|B, B, Bj
C1 CZ C3

8 bgll A Ay Ay
ARdA =|a, (b, (c,|| B, B, B,
& b |G G G

[ayA +b,B+¢c,C, aA+ bBs+cC, aAsf bBt c¢C
=|a,A;+by,B+¢c,C; a,A,+ b,B+ c,C, a,Af b,Bf c,C
| A+ 3B+ C3Cp  agAy+ B+ ¢C,  a3Ag byBi cC

[detA 0 0 1
= 0 detA O [=detA O
0 0 detA 0

O -~ O

=detAl
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0 afh9A

detA
Similarly we can prove that GS% =1
e

AL = AdjA
detA
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