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MATRICES
SYNOPSIS

A matrix is an arrangement of real or complex nuralyeto rows and columns so that all

the rows (columns) contain equal number of elements

. Two matrices A and B are said to be equal A,iB are of same type and Ii) the
corresponding elements in A and B are equal.
A =[8]mxn; B =[bklnxp then their product is {&ny «, Where g = iaj.bjk .
j=1

i) If the product AB exists then it is not necagsthat/the product BA will also
exist.
i) Matrix multiplication is not commutative_eveghAB and BA exist, they need
not be equal.
iii) Matrix multiplication is associative.i.ex(BC) = (AB)C.
iv) Let A be a square matrix therf &A~A

RA=A. A=A
v) (AT =A™ AT AN AT N
vi) A(B + C) = AB + AC.

A is a matrix of order m nthen A} =1,A=A
If A and I'are of same order then Al = IA=A

| is called multiplicative Identity.

Trace of a Matrix: The sum of the principal diagonal elements &», &s3, .......
ann of a square matrix A = |« is called the trace of A. It is denoted by tr A.
) tr (KA)=KtrA

Ntr(A+B)=trA+trB

ii)tr (A-—B)=tr A—tr B.

iv) tr AB = tr BA
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v) tr (AB) £ tr (A) . tr (B)
vi) Let A, B, C be three matrices of order n.
Then tr (ABC) =tr (BCA) =tr (CAB) = tr (ACB) =t(BAC) =tr (CBA)

Transpose of a Matrix

A = [g]mxn= A" = [@ji]nxmWhere & = g,
i) (AN =A

i) (A+B) =AT+B'

iii) (AB) " =B" A

iv) (KA)T = K.AT (K is a scalar)

Commute: Two matrices A and B are commute if AB =-BA.

Let A, B are two square matrices which are comenthen
1) (A + Bf = A+ 2AB + B?

2) (A—Bf=A’-2AB + B,
3)(A+B)(A-B)=K-PB

4) (A + BY = A®+ 3A°B + 3AB° + B°

5) (A — Bf = A’ — 3A°B +3AB° — B®.

6) (A + B) (A>— AB+ B) = A + B®.

7)(A-B) (R ¥AB+B)=A-B

If AB = O.then either A or B need not be eqioad.
If AB = AC then B need not be equal to C evieh # 0.
If the elements of a square matrix are polymdsnin x and two rows (columns)

become identical when x = a then x — 1 is a fagtats determinant.

If three rows are identical then (x £ & a factor.
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12. The determinant of a triangular matrix is thedoct of the elements in the

principal diagonal of the matrix.
13. det (AB) = (det A) (det B) = det (BA)
14. If det (AB) = 0 then either det A = 0 or detB.
15. The determinant of a skew symmetric matrixrolieo 3 is zero.
16. The determinant of a unit matrix is ‘1’.

17. If any row or column of a square matrix corgaatl its elements as zeros then the

determinant of the matrix is O.

18. A square matrix A is said to be a
(i) Singular matrix if |[A] =0

(i) Non singular matrix if |Ag 0.

ab c
19. 1., .  =—(@+ ™ & —8abc).
c ab
h

2. o | s.abca2fgh — & bdf — cff.
g f _c
1 awa’ [l ab

3. U] =L b cq =(@—b)(b-c)(c-a)
1'c ¢’ [Lc a

w

c ¢ 1 ¢ a
1 a2 a |a a2 b
5.1 p2 b3=p b2 cq-=(ab+bc+ca)(a—b)(b—c)(c-a)

w
N

1 ¢ ¢ |c & a
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a b ¢
Ja? p?

a® b

=(a-Db) (b-c)(c—a)abc.

C2
C3

l+a b c
a 1+b c|=1l+a+b+c.

a b 1+¢

lva 1 1
1 1+b 1 :(abc)(1+l+l+lj

a b c
1 1 1+g

1+a® ab  ac
‘| ab 1+b? bc =1+d+p+C.

ac bc 1+c

2

If A = pg] is a square matrix of ordernn and k is,a‘scalar then |[KA| = Het A.

If A =[a] is a scalar matrix of ordermn such thatja= k for all i then |A| = K
Inverse of a Square Matrix: A square matrix A is said to be an invertible nxatr
if there exists a square matrix B.such that AB = BA then B is called the
inverse of A.

A rectangular matrix.cannot be invertible.

Every square matrix need not be invertible.

Arrinvertible matrix has unique inverse.

If A is an invertible matrix then its inversedenoted by A= A A= ATA =,

If Ais invertible= (A7 = A,

If 1 is invertible matrix= 11 = |
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. If A and B are two invertible matrices of satgpe then AB is also invertible
= (AB)'=B'A™.

If A is an invertible matrix then Ais also invertible and (K' = (A™Y)".

Adj A
detA

If A is a non singular matrie A™* =
If A'is a square matrix> A. (Adj A) = (Adj A)A = det A.l.

det (Ah) = L
detA

Adj (AB) = (Ad] B) (Adj A)
If A is a square matrix of typé.n'then |AdjAJA|A""

If A is a non singular matfix of order n, thdj (Adj A) = |A]" 2A

(Adj A)* = % = Adj(A™)
Adj A"'= (Adj A)".
For any scale k, Adj (kA) = KnAdj A.

|Adj (Adj A)| = |AJ™".

IAdj Adi Adi Al = |Alr’
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IfAz_a b}jA-l: 1 {a —b}
i ad-bc |[-c d

cd
_ 1 0 0
a 0o a
If A=|o b o| and abet 0 then A" = | o % 0l.
0 0 c 1
- 0 0 —
c
coxx sing 0O
If A(@) = |-sina cosr 0 then [A@)™ = A(-).
0 0o 1
The inverse of a symmetric matrix is symmetric.

The inverse of a diagonal matrix is a diagonaltrix.

Ais singular= AT is singular.

A is non singulae> A" is non singular.

If A and B are non singular matrices ‘of the saype then AB is a non singular of

the same type.

If A'is a singular matrix then Adj A is alsongular matrix.
If Ais a singular then.A (Adj A) = (Adj A)A 8.

If |JA| = Ogthen|Adj A] = 0.
If'A‘is symmetric then Adj A is also symmetric.
1) The linear equations in two variable ape &by = ¢,.

aX + by = 6 then the system of equations in x and y can biemras the matrix

equation AX = B.

Where A :{ai bl}x = m B = {Cl}
a, b, y
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i) The Homogeneous Equation are & by = 0; g@x + by = 0.
If x = 0, y = 0 then the solution is calledro solution (Trivial solution).
|A| # 0 other wise the solution is calledn trivial solution, |A| = 0.
iii) The linear equations in three variables are
ax +hy +az =d;
ax + by + 6z = d;
axt+thy+cez=d
Matrix equation is AX = D where

a b ¢
&y b o
& b G

A= X = D=

d
d,
dy

X
y
z
iv) The homogeneous equations are

ax+by+cz=0;

ax + by + 6z =0;

ax+hy+cz=0
If x =0,y =0, z=0 then the solutionis callszto solution (Trivial solution)
Other wise the solution is calledn-trivial solution.
If the system of equation is AX"='0 where A is naingular, then the system
possess trivial solution only:
If the system of equation’is AX = 0; where A is\gilar, then the system
possesses a nonrivialsolution.
V) The system of+equation AX = B or AX = D is samlbeconsistentif AX = B
or AX = D_has a solution.
vi) The system of equations AX = B or AX = D isigdo theinconsistent if
AX"'=B or AX = D has no solution.

Consider the system of equation are
ax + by +cz=d;
X + by + 6z = oy
aXthy+cz=d

www.sakshieducation.com



www.sakshieducation.com

b ¢
1) The matrix|a, b, ¢, | Is calledcoefficient matrix.
a3 by ¢
) @ bhoa ) .
i) The matrix|a, b, ¢, d,| IS called a®iugmented matrix.
a3 by ¢ dg
1 00 «a
lii) The Augmented Matrix can be reduced into them |0 1 o g| then x =q,
001y
y =[3, z =y s the solution of the system of equations.
] ) ] Py P2 Ps_DPs .
Iv) The Augmented matrix is reduced to the form p, p{ p,4 Dy using
0 0 ps Pg

elementary trans-formations knownkshelonform of a_matrix.

Sub Matrix: A matrix obtained by deleting some, rows or colgnfar both) of a
matrix is called as sub matrix.
i) Every element of matrix is a sub matrix of arde

i) Every matrix is a sub matrix of itself.

Rank of a Matrix: The rank of matrix is the order of the highestlesr non
singular square matrix

We can find the rank of a matrix by reducing thistem of equations into Echelon
form.

i) The rankiof a‘matrix in Echelon form is equattie number of non zero rows of
the matrix.

i), The rank of a unit matrix of order n is n.

li»The rank of a non singular matrix of ordersm.

. Let AX = B be a system of equations in a unknowswgh that the rank of the

coefficient matrix A is 1 and the rank of the augmented matrix Kyis r

1) If ry # r, then the system AX = B is inconsistent i.e. it hassolution.

i) If ry = r, = n then the system AX = B is consistent and & tnaique solution.
iii) If ry =1, < n then the system AX = B is consistent and & imdinitely many

solutions.
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